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Structure of the presentation

■ Document understanding

■ Document image analysis

■ Object-level analysis of PDF

■ “Rule-based” systems

■ Machine learning


■ Revisiting explainable algorithms

■ Generative AI

■ Comparison and conclusions
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Document understanding
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Document image analysis (1)

■ Separation of foreground from 
background


■ Thresholding or binarization

Source: Don Juan Archive, Vienna
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Document image analysis (2)

■ Horizontal and 
vertical projection 
profiles


■ Results in lines of 
text and blocks

Source: Wahl et al.: Block Segmentation and  
Text Extraction in Mixed Text/Image Documents, 
CGIP 20 (4), pp. 375–390
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Document image analysis (3)

■ Segmentation into individual characters often poses problems

Source: Ray Smith: An Overview of the Tesseract Engine, ICAR 2007
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Document image analysis (4)

■ Multiple segmentation hypotheses

■ Segmentation-free and window-based recognition methods
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Character classification

■ A classifier, trained on ground-truthed data, returns the character code 
and corresponding confidence measure


■ Typically convolutional neural networks are used

■ Obtained words checked against the dictionary and/or linguistic rules

■ Final result is the best combination of segmentation, classification and 

linguistic corrections
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Processing PDF directly?

BT (begin text)
100 150 Td (move to coordinates)
[(T) 30 (his is a ty) 20 (pic) 40 (al sen) -10 (ten) -10 (ce.)] TJ
ET (end text)
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Text fragments example
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Object-based layout analysis
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Graph-based multi-level representation
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Potential problems

■ Text does not have to be in reading order

■ Operators intended for kerning can 

be used to jump across columns

■ Character encoding may be unknown

■ Overprinting to simulate boldness 

 

■ and, of course, text may be part of 
an image object (or not recognized 
by OCR…)
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Table recognition (1/4)
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After candidate column finding (2/4)
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After horizontal merging (3/4)
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Final result (4/4)
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Limitations of conventional approaches

■ “Knowledge gap:” Rules are inflexible and work in isolation on one level 
of granularity


■ Difficult to backtrack
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Machine learning for structure detection

■ Variety of approaches, mostly for images:

■ Object recognition (e.g. YOLO)

■ Pixel-based classification

■ Corner/feature detection

■ Pre-segmentation of image

■ Transformation of image


■ Excel in simpler table structures and unclean documents

■ Black box; difficult to patch; no direct link to PDF content stream

■ Require huge dataset for training
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Revisiting explainable algorithms
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Document analysis as an AI optimization problem

■ Two components:

■ Document model with evaluation 

criteria (moderate)

■ Search through plausible 

interpretations (hard!) 

■ Which structures do we want to detect?

■ Common to a wide variety of documents
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Guided search procedure (1/3)

■ Search space
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Guided search procedure (2/3)

■ Greedy search
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Guided search procedure (3/3)

■ Guided search
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Rule-based vs AI optimization strategies

Rule-based

■ Limited accuracy due to error 

propagation

■ Easy to implement

■ Fast

■ Appropriate if source is known

AI optimization

■ Good accuracy for all 

documents supported by 
model


■ Evaluation returns a 
confidence measure


■ Implementation is complex

■ Processing time is longer, 

depending on search strategy
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Aside: No domain knowledge
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Generative AI
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Generative AI option 1
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Text representation

“According to the following table, what was the figure for Spain in Q4 2009?”

Source: ICDAR 2013 Table Competition Dataset
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Generative AI option 2
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Data 
extraction

Document understanding

LLM with vision model 
(e.g. ChatGPT 4.o)
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Vision model

“According to the following table, what was 
the figure for Spain in Q4 2009?”


“Please output the attached table in HTML 
format.”
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Explainable vs generative AI strategies

AI optimization (explainable)

■ Good accuracy for all documents 

supported by model

■ Fully explainable result

■ Evaluation returns a confidence 

measure

■ Implementation is complex

■ Typically requires less processing 

power than GenAI

■ Typically no domain knowledge 

Generative AI (RAG with vision model)

■ Generally good accuracy for all 

documents typically found on the 
Web


■ Generally no confidence measures

■ Easy to implement

■ May require greater processing 

power than AI search

■ May hallucinate; can be combined 

with other approaches to detect 
such cases
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Combining GenAI with explainable methods

■ Resort to generative AI when explainable methods fail to find a suitable 
result (with sufficient confidence)

■ might be stuck in a local maximum


■ Use the explainable method’s evaluation component to verify the 
plausibility of the GenAI result
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Tamir Hassan
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